Expertise is the ability to solve novel instances of a particular kind of problem rapidly and efficiently (Chi, Glaser, & Farr, 1988). A large literature describes differences between the skills used by human experts and novices (e.g., mathematics and physics—Chi, Feltovich, & Glaser, 1981; chess—Simon & Chase, 1973; serial memory—Chase & Ericsson, 1981; and medicine—Lesgold et al., 1988). By contrast, the literature on animal expertise is limited to a small number of experiments showing how monkeys (Harlow, 1949), rats (Eichenbaum, Faigan, & Cohen, 1986), and korvids (Hunter & Kamil, 1971) “learn to learn” a simple rule for discriminating two novel objects.

Although there is much evidence of cognitive abilities in animals (e.g., delayed matching to sample—Roberts & Grant, 1976; concept formation—Wasserman, Kiedinger, & Bhatt, 1988; short-term serial memory—Wright, Santiago, Sands, Kendrick, & Cook, 1985; long-term serial memory—Terrace, 2000; formation of cognitive maps—Olton, 1979; numerical discrimination—Brannon & Terrace, 2000; and timing—Gibbon & Church, 1990), the extent of an animal’s expertise at those tasks (if any) has not been investigated. Expertise presupposes cognitive ability, but the converse does not follow. To demonstrate expertise, it is necessary to show that the efficiency of performing a cognitive task increases as new exemplars of that task are learned.

The paucity of evidence regarding animals’ expertise limits comparisons of animal and human cognition to the earliest stages of skill development. The few experiments on animal expertise that have been performed are also limited by their focus on tasks that require subjects to make but a single response (as do most experiments on animal learning and memory). By contrast, experiments on human expertise typically involve complicated sequences and presuppose an ability to plan and execute novel sequences (Miller, Galanter, & Pribram, 1960).

Here we describe the first experimental evidence of serial expertise in an animal. First, we showed that monkeys became progressively more efficient at determining, by trial and error, the correct order in which to respond on seven 7-item lists on which they had been trained. These pairs consisted of items from the same list and items from different lists. Subjects responded in the correct order on the vast majority of the trials on which these pairs were presented. These features of subjects’ performance, which cannot be attributed to procedural memory, satisfy two criteria of declarative memory: rapid acquisition of new knowledge and flexible application of existing knowledge to a new problem.
Instead, subjects had to represent their position in the sequence as they responded to successive items. The following thought experiment, which is based on a 7-item simultaneous chain, shows why.

Imagine trying to enter your seven-digit personal identification number (PIN)—say, 9-2-1-5-8-4-7—at a cash machine on which the positions of the numbers were changed each time you tried to operate it. You could not enter your PIN by executing a sequence of distinctive motor movements, that is, first pressing the button in the lower right corner of the number pad to enter 9, then the button in the upper middle position to enter 2, and so on. Instead, you would have to locate each number on the number pad and mentally keep track of your position in the sequence as you pressed different buttons. As difficult as this task may seem, it would be far more difficult to deduce your PIN by trial and error. Only correct responses would allow a trial to continue. Any error would terminate a trial and result in a new trial on which the digits were displayed in a different configuration. To determine your PIN, you would have to recall the consequences of the correct responses you made at each position and any of the different types of 21 logical errors you might have made while attempting to produce the required sequence (see the next paragraph). Further, you would have to determine the first 6 digits without getting any money from the cash machine. This is precisely the type of problem the monkeys had to solve at the start of training on each of the four 7-item lists on which they were trained. Instead of numerals, the monkeys had to respond to photographs. Instead of cash, they were given banana pellets.

The bottom half of Figure 1c shows the different types of logical errors a subject can make while determining the ordinal position of each item at the start of training on a new 7-item list. A logical error is the first incorrect guess a subject makes to a particular item at a given position of the list (e.g., a response to G at the second position). Although logical errors are necessary for discovering the ordinal position of an item, repetitions of the same error are not. Logical errors are made to obtain information by virtue of their consequences (G cannot be the 2nd item because the trial was terminated). Repetitive errors occur because the subject has forgotten the consequences of an earlier logical error.

The actual number of logical errors a subject will make while learning a new 7-item list can vary between 0 and 21. A subject who makes no logical guesses on the first trial of training on a new list will guess the ordinal position of each item correctly (an event that would occur, on average, once every 7!, or 5,040, trials). A subject who makes 21 logical errors responds to all incorrect items at each position. As shown in Figure 1c, a subject can make 6 different incorrect logical guesses at the first ordinal position before identifying A by default, 5 different incorrect logical guesses at the second position, 4 at the third, 3 at the fourth, 2 at the fifth, 1 at the sixth, and none at the seventh.

On average, the number of logical errors needed to guess the ordinal position of an item is the product of the sum of the number of different logical errors that can be made at a given position in the sequence and the probability of guessing the correct item at that position. For example, the sum of the number of different logical errors needed to determine A on a 7-item list is 21 (6 + 5 + 4 + 3 + 2 + 1), and the probability of selecting A with a correct guess is 1/7. Thus, the expected number of logical errors needed to determine A is 3 (21/7). Similarly, the expected number of logical errors needed to determine B is 2.5 (15/6), the expected number to determine C is 2 (10/5), and so on. The value of the expected number of logical errors at each position decreases linearly, 0.5 guesses at each position, until it reaches a value of 0 at item F.

As in the PIN example, any error in this experiment terminated the trial and initiated an 8-s time-out (TO) during which the video monitor was dark. Two types of error were distinguished: Responses that skipped one or more items were called forward errors; responses to an item to which a subject had responded previously were called backward errors. All instances of both types of error can be seen in Figure 1c. A correct response allowed the trial to continue and also produced brief visual and auditory feedback (0.3 s). Visual feedback was provided by a green border around the correctly selected item; auditory feedback by a 1000-Hz tone. A banana pellet was provided only after
the subject responded in the correct order to each of the \( n \) list items. To learn the first \( n - 1 \) items of each list, subjects had to rely exclusively on the secondarily reinforcing consequences of correct and incorrect responses (brief feedback following a correct response and a TO following an error). For example, on a new 7-item list, food reward was provided only after subjects responded to items A, B, C, D, E, F, and G in the correct order. Each subject was trained on 22 lists in the following order: seven 3-item lists (Lists 1–7), eleven 4-item lists (Lists 8–18), and four 7-item lists (Lists 19–22). All list items were presented from the start of training on each list. Each session consisted of 60 trials.

Criteria for Introducing New Lists

The goal of 3- and 4-item training was to develop a learning set for guessing the correct order in which to respond to a new set of list items by trial and error, rather than achieving a high level of accuracy on any particular list (Harlow, 1949). An exception was made for the first 3- and 4-item lists so that we could be sure that subjects learned to execute at least one 3- and one 4-item list at a high level of accuracy. Subjects were therefore trained until they completed 65% of the trials correctly in a single session on their first 3- and 4-item lists. In the case of the remaining 3- and 4-item lists, subjects were advanced to a new list after 3 days of training on a particular list or each time they completed at least 65% of the trials correctly during a daily session. Training on each of the four 7-item lists was continued until a subject completed 65% of the trials correctly during a single session.

Evaluating Knowledge of Ordinal Position of List Items

Previous experiments have shown that monkeys acquire knowledge of the ordinal position of list items following training on a single 5-item list (D’Amato & Colombo, 1988) or training on multiple lists containing 3 or 4 items (Chen, Swartz, & Terrace, 1997; Orlov, Yakovlev, Hochstein, & Zohary, 2000). In the present experiment, knowledge of ordinal position was evaluated by a 2-item-subset test that was derived from all 28 of the photographs used to construct the four 7-item lists.

Following the acquisition of their fourth 7-item list, subjects were retrained on each 7-item list to a criterion of completing 80% of the trials correctly during one session. They were then given a 2-item-subset test composed of all the items used in the four 7-item lists: 84 within-list subsets and the 252 between-list subsets. Within-list subsets were composed of items from a particular list (e.g., from List 3, the subsets A, B, C, . . . , A, G; B, C, D, . . . , F, G). Between-list subsets were composed of items drawn from different lists (e.g., the subsets A, B, from Lists 2 and 4, C F, from Lists 3 and 5, E, G, from Lists 1 and 3). For the purpose of analysis, these subsets could be divided into six types on the basis of the distance between their ordinal positions on the original lists (e.g., pairs of items separated by a distance of 1: the subsets A, B; B, C; . . . , A, B; B, C, C, D, . . . , F, G; a distance of 2: A, C, B, D, . . . , A, G; B, C, D, . . . , F, G; a distance of 6: A, G, A, G, A, G, A, G, A, G, A, G, A, G, A, G, A, G, A, G, A, G, A, G, A, G).

The strongest evidence of serial expertise was subjects’ mastery of 7-item lists (on which chance performance was 1/5,040). Each monkey learned all four of the 7-item lists on which it was trained and required progressively fewer sessions to satisfy the accuracy criterion on each new list. As shown in Figure 2c, subjects needed, on average, 31.5, 17.5, 13, and 12.25 sessions, respectively, to satisfy the accuracy criterion on their first, second, third, and fourth 7-item lists (ranges: 21–55, 11–25, 11–19, and 7–17, respectively). Similar reductions in the amount of training needed to satisfy an accuracy criterion have been observed in experiments in which adult human subjects were trained to memorize successive lists of arbitrarily selected words (Keppel, Postman, & Zavortink, 1968). Unlike the monkeys of this experiment, who learned only eighteen 3- and 4-item lists prior to their training on 7-item lists, the typical human subject learns thousands of lists before serving in an actual experiment.

Accuracy on Partially Completed Trials

The functions shown in Figure 2 underestimate subjects’ serial knowledge because they are based entirely on correctly completed trials. The conditional probability of responding correctly at each position of a list is a more sensitive measure of serial knowledge because it provides credit for partially correct trials. In contrast to an overall measure of accuracy, which assigns a single value to the outcome of each trial, conditional probabilities assign an equal weight to each correct response on each trial.

Figure 3 shows three representative conditional probability functions, each of which provides additional evidence of subjects’ serial
expertise. The functions are based on subjects’ performance during the first session of training on three new lists: the last 4-item list and the first and the last 7-item lists. The probability of responding to all of the items correctly on a particular trial is the product of the conditional probabilities of responding correctly to each item. For example, the conditional probabilities of a correct response to A, B, C, D, E, F, and G during the first session of training on the first 7-item list were, respectively, .79, .62, .49, .46, .32, .27, and .29. However, the relative frequency of correctly completed trials was only .003.

A comparison of subjects’ accuracy on each of those lists revealed a clear primacy effect. Of greater significance were the high absolute levels of accuracy at positions A and B at the start of training on the last 7-item list. A comparison of those levels with the levels that would be attained by an “ideal list learner” showed that subjects identified
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positions A and B with close to the minimum number of logical errors. An ideal list learner remembers the consequences of each error at a particular position and does not repeat that error while learning a new list. If an ideal list learner does not guess an item’s ordinal position correctly with its first response to that item (see Fig. 1d), its best strategy would be to make logical errors until it encounters the correct item. The extent to which the number of logical errors a subject makes approximates the number an ideal list learner makes is a measure of the subject’s expertise at learning new lists.

The light dotted line at the top of Figure 3 shows the expected conditional probabilities of an ideal list learner. On a 7-item list, an ideal list learner would need, on average, 3 logical errors to identify A, 2.5 logical errors to identify B, 2 logical errors to identify C, and so on. Given 60 trials/session, and an average of 3 logical errors at A, the conditional probability of a correct response by an ideal ordinal-position detector at position A would be .95 (57/60); given an average of 2.5 logical errors at position B, the conditional probability of a correct response by such a list learner at position B would be .96 (54.5/57). The serial expertise of subjects in this experiment compared favorably with that of an ideal list learner at positions A and B at the start of training on their final 7-item list. On average, subjects made only 4 errors at position A (accuracy = .92) and 5 errors at position B (accuracy = .88) during the first session of training on that list.

The functions shown in Figure 3 also provide evidence of a recency effect and suggest two factors that contributed to its development: the salience of the nth item (because it was followed by a reward) and the subject’s working memory of the first n – 1 items to which it responded on a particular trial. To execute the entire sequence correctly, the subject had to retain in working memory each item to which it responded in order to avoid returning to any of those items (a backward error). On this view, a recency effect would not be expected to occur until the subject executed a new list correctly.

All subjects learned to execute new 4-item lists correctly during the session in which such lists were introduced. In each instance, a recency effect was observed during the first session of training. Only 2 of the 4 subjects completed any trial correctly during the first session of training on the first 7-item list. As can be seen in Figure 3, there was no recency effect during that session. A recency effect was observed during the first session of training on subsequent 7-item lists, once subjects were able to complete a trial correctly.

Knowledge of Ordinal Position

On average, subjects responded correctly on the first presentation of each subset type on 94% of the within-list subset trials (range across subjects: 92–96%) and on 91% of the between-list subset trials (range across subjects: 89–96%). Indeed, accuracy never fell below 70% for any subset. These data add significantly to current understanding of the monkey’s long-term and working memory systems. They show that each monkey represented, in long-term memory, the ordinal positions of items from each of the four 7-item lists learned and that the monkey could then compare, in working memory, the ordinal positions of any 2 items from any of the 7-item lists, without any training to make such comparisons.

Distance and Magnitude Effects

Two other features of subjects’ performance on subset tests have been referred to in the human literature as distance and magnitude effects (Banks, 1977; Holyoak & Patterson, 1981; Moyer & Landauer, 1967). A distance effect is an improvement in performance that results from an increase in the ordinal distance between items. A magnitude effect is a decrement in performance as the ordinal position of the first item is advanced. The accuracy functions in the upper portion of Figure 4 provide evidence of a distance effect; the RTs in the lower panel provide evidence of a magnitude effect.

The distance between the items of a given subset pair is defined as the difference between the ordinal position numbers of those items on the lists from which they were drawn. Thus, all subsets containing the items C and D (e.g., C1D2, C1D3, C2D1, C3D1) are separated by a distance of 1, all subsets containing the items B and D (e.g., B1D2, B2D1) are separated by a distance of 2, and so on. Associative models of serial learning predict a decrease in the accuracy of responding to subset pairs as the distance between items increases because associative strength between items decreases with distance. Spatial models of serial learning (e.g., Holyoak & Patterson, 1981) predict an increase in accuracy as the distance between items increases because larger distances are more discriminable than smaller distances.

Even though accuracy of responding was nearly perfect for many subset types, there is clear evidence of a distance effect in the accuracy functions in Figure 4 (shown in blue). The mean level of accuracy was 83% at distance 1 and 92% at distance 2. For distances greater than 2,

1. Accuracy on subsets composed of nonadjacent items that contained no end items (BD, BE, BF, CE, CF, and DF) did not differ from accuracy on subsets containing an end item (A or G) or subsets composed of two adjacent items. The mean accuracy on subsets composed of nonadjacent items that contained no end item was 92%; mean accuracy on subsets containing an end item was 90%.
The average level of accuracy was 99% for all subsets. Were it not for this ceiling effect, it is likely that distance would have exerted a stronger influence on accuracy. A one-way analysis of variance (ANOVA) yielded a significant effect of distance on accuracy, $F(5, 35) = 19.21$, $p < .01$. Scheffé tests showed that distance 1 differed from distances 2 through 5, and that distance 2 differed from distances 3 and 5 ($p < .05$ in each instance), but that the distances 3 through 5 did not differ among themselves.

RTs of correct responses to the first item on subset tests increased with the magnitude of the first item at distance 1 but not at larger distances. The red functions in the lower panel of Figure 4 show the mean RTs to the first item of each subset type at distances 1 through 6. A one-way ANOVA yielded a significant effect of magnitude at distance 1, $F(5, 423) = 3.65$, $p < .01$. This ANOVA was based on all RTs less than or equal to 6,000 ms (96% of RTs). Analogous RT functions have been obtained from human subjects in experiments on the discriminability of immediately adjacent list items (e.g., letters of the alphabet such as cd, kl, or rs, as opposed to dk, hs, or nz; Hamilton & Sanford, 1978) and abstract geometric items from 5-item simultaneous chains (AB, BC, CD, EF, and FG, as opposed to AF, CG, etc.; Colombo & Frost, 2001).

The distance and magnitude effects shown in Figure 4 suggest two processes for deciding which item of a subset pair came first. At distance 1, it is difficult to perceive the ordinal position of each item directly. Accordingly, subjects may have used an iterative process to compare each item with a representation of the first item on its original list. The more advanced the position of the first item of the subset, the longer it would take to determine its ordinal position. For distances greater than 1, that decision was equally easy at all positions, and hence equally rapid.

**DISCUSSION**

The sequences that Rosencrantz, Macduff, Benedict, and Oberon learned are by far the most difficult lists that have been mastered by nonhuman primates, including those trained in experiments on the linguistic and numerical abilities of apes (Matsuzawa, 1985; Premack, 1976; Rumbaugh, 1977) and in recent experiments on sequence production (Colombo, Eickhoff, & Gross, 1993) and sequence recognition (Carpenter, Georgopolous, & Pellizzer, 1999; Orlov et al., 2000) by rhesus macaques. It is doubtful, however, that the sequential skills described here reflect the upper limit of monkeys' serial expertise. The ease with which the subjects learned 7-item lists and the steady decrease in the number of sessions they needed to master new lists suggest that monkeys could learn such lists even more rapidly and that they could also master longer lists. Indeed, at the start of training on their fourth 7-item list, subjects identified the first two list items as rapidly as was logically possible. Subjects' serial expertise was hardly limited to the efficient learning of new 7-item lists. They were also able to apply their knowledge of 7-item lists to determine the correct order in which to respond to within- and between-list subsets on the first occasion on which each type of subset was presented.

---

**Fig. 4.** Accuracy and reaction times on the subset test. The blue functions in the upper panel show mean accuracy to each type of within- and between-list subset at distances 1 through 6. The red functions in the lower panel show the mean reaction time to each type of subset at distances 1 through 6. The entries on the abscissa are generic in that they refer to the types of within- and between-list subsets that are represented at each position. For example, AB refers to A,B, A,B, A,B, and A,B in the case of within-list subsets and to A,B, A,B, . . . , A,B subsets in the case of between-list subsets.
What kind of knowledge does an expert monkey use? Philosophers have distinguished between two types of human knowledge: “knowing how” to execute motor skills (e.g., riding a bicycle) and “knowing that” certain facts are true (e.g., that an elephant is bigger than a dog and that a dog is bigger than a fly; Ryle, 1949). Cognitive psychologists have drawn an analogous distinction in their definitions of procedural and declarative knowledge (Squire, 1994). Procedural knowledge, which is characterized as inflexible and unconscious, is acquired slowly through repetitive training on a particular problem and is not mediated by the hippocampus. Declarative knowledge, which is acquired rapidly, is flexible, is expressed consciously to declare particular facts, and is mediated by the hippocampus (Tulving & Schacter, 1990).

Procedural knowledge cannot explain the serial expertise of the monkeys in this experiment because (a) a different motor sequence was required on every trial, (b) serial expertise increased as new lists were introduced, and (c) the monkeys were able to use previously acquired serial knowledge to perform a new procedure correctly on the first trial on which they were tested.

Does it follow that the subjects of this experiment relied on declarative knowledge to learn the correct order in which to respond on new lists or to respond correctly to novel within- and between-list pairs on the subset test? The answer is no if the criteria for declarative knowledge include the ability to declare that knowledge. But given the mismatch between the breadth of subjects’ serial expertise and the definition of procedural knowledge, it seems reasonable to broaden the definition of declarative knowledge to include nonverbal as well as verbal knowledge (e.g., Eichenbaum, 1999).

From an evolutionary perspective, definitions of declarative knowledge that are restricted to linguistic propositions make little sense. A considerable body of evidence suggests that declarative knowledge evolved before language (Bickerton, 1995; Reber, 1993). For example, a monkey’s ability to judge the relative social rank of other monkeys in their living groups requires declarative knowledge (Harcourt & de Waal, 1992). Such judgments presuppose the ability to represent the ordinal position of other monkeys, in different combinations, in a manner similar to that observed on the subset tests administered in this experiment. Another nonverbal precursor of declarative knowledge is suggested by an animal’s ability to represent spatial information and to use that information to solve problems (Gallistel, 1992). By encoding an item’s ordinal position spatially during list learning, a monkey could compare the ordinal positions of items from various lists with respect to preexisting spatial coordinates.

That hypothesis is supported by the RT data obtained in the present experiment for within- and between-list subset tests.

One candidate for a nonverbal component of declarative knowledge is a knowledge system in which information is encoded analogically as images (Kosslyn, 1980; Lashley, 1951). Analogical theories of human cognition have been criticized on the grounds that images convey less information than propositional representations (Pyllyshyn, 1981). That criticism does not apply to monkeys. Indeed, it is the utter irrelevance of propositional representations in monkeys that is the strongest argument for analogical representations as the basis of their serial expertise.
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